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IntroductionIntroduction

Selection of the performance modeling method is one of the 
key elements in AMS synthesis

• Fuzzy logic and neural network method

• Symbolic method

• Simulation-based methods
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IntroductionIntroduction

An SVMAn SVM--based approach has been introduced recentlybased approach has been introduced recently

•• An alternative to fuzzyAn alternative to fuzzy--logic and neural networkslogic and neural networks

•• Limited to classical Limited to classical ‘‘goodgood--badbad’’ analysisanalysis

•• Full space regression model constructionFull space regression model construction
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Support vector machinesSupport vector machines

••Structured risk minimization: Structured risk minimization: considers both training errors and considers both training errors and 

separation hyperplaneseparation hyperplane

•• Right choice of the kernel functionRight choice of the kernel function can simplify the computational can simplify the computational 

cost of SVMcost of SVM..
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Support vector machinesSupport vector machines

Compared to traditional neural network models, SVM models Compared to traditional neural network models, SVM models 
have:have:

•• Superior generalization capabilitySuperior generalization capability

•• Higher execution Higher execution speedspeed

However, suitable However, suitable modelingmodeling techniques are essential to techniques are essential to 
utilise the potential offered by utilise the potential offered by SVMsSVMs..
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Linearly graded performance modelsLinearly graded performance models

To provide effective and accurate To provide effective and accurate modelingmodeling of AMS systemsof AMS systems

•• Partition the entire performance space into subPartition the entire performance space into sub--

spacesspaces

•• Construct regression models of each subConstruct regression models of each sub--space space 

Reduces the complexity of performance space exploration.Reduces the complexity of performance space exploration.
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Linearly graded performance modelsLinearly graded performance models
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Linearly graded performance modelsLinearly graded performance models
•• Design spaceDesign space

each design parameter represents a dimensioneach design parameter represents a dimension

•• Performance spacePerformance space
each performance parameter represents a dimensioneach performance parameter represents a dimension

•• GradingGrading
Each performance parameter is automatically graded into subEach performance parameter is automatically graded into sub--ranges. ranges. 

Combined subCombined sub--ranges form ranges form hypercubeshypercubes in the performance space and in the performance space and 

are linked with corresponding subspaces in the design space. are linked with corresponding subspaces in the design space. 
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Linearly graded performance modelsLinearly graded performance models
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Intermediate results
•Class matrix related with each 

performance parameter

•Classification models

•Regression models

results
•Grouped classification and 

regression models for each 

parameter.
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Linearly graded performance modelsLinearly graded performance models

•• Classification trainingClassification training
uses points in the design space and their corresponding classesuses points in the design space and their corresponding classes

•• Regression trainingRegression training
uses points in the design and performance spaces and their uses points in the design and performance spaces and their 
corresponding classescorresponding classes

•• Grouped modelsGrouped models
each performance parameter has a set of models including the each performance parameter has a set of models including the 
classification models for classes and the regression models for classification models for classes and the regression models for each each 
of the classof the class
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Model construction processModel construction process
•Major operations

simulation
grading
training
testing

•Balanced Data

Grading (BDG) 

algorithm

•Training algorithm
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Model construction processModel construction process

Grading with the BDG algorithmGrading with the BDG algorithm
• Grading along a parameter dimension with approximately similar 

amount of data material in the performance space

• Algorithm avoids sparse or over-concentrated distributions of data

The process starts with the user provided grading 
requirements and calculates balanced grading vectors;
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Performance model construction processPerformance model construction process

SVM training: construction of the modelsSVM training: construction of the models
•• Grid searchGrid search

coarse grid search (CGS) with low grid resolutioncoarse grid search (CGS) with low grid resolution
refined grid search (RGS) with high grid resolutionrefined grid search (RGS) with high grid resolution
-- to enhance the model construction efficiencyto enhance the model construction efficiency

•• CrossCross--validationvalidation

-- to enhance accuracy and generality (occurs also in neural netwoto enhance accuracy and generality (occurs also in neural networks)rks)

Testing: validation of the modelsTesting: validation of the models
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Case study Case study –– a 2a 2ndnd order Sigma Delta Modulatororder Sigma Delta Modulator

•Design space
amplifier gains, etc.

•Performance space
SNR

Output dynamic range (DR)

Stability

Intgrator DR (INT1, INT2)
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Results Results –– kernel comparisonkernel comparison

98.22%98.22%98.77%98.77%82.01%82.01%SNR SNR --
accuracyaccuracy

99.05%99.05%99.58%99.58%82.98%82.98%Stability Stability --
accuracyaccuracy

08:22:0008:22:0000:34:1700:34:1716:48:0916:48:09Stability Stability ––
CPU timeCPU time

17:13:3717:13:3731:49:4931:49:4902:48:3102:48:31SNRSNR--
CPU timeCPU timeRegressionRegression

17:13:3717:13:3700:53:5400:53:5422:30:4022:30:40SNR SNR ––
CPU timeCPU time

ClassificationClassification

Sigmoid Sigmoid 
kernelkernelRBF kernelRBF kernelLinear kernelLinear kernelSample Sample 

parametersparametersSVM methodSVM method
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Results Results -- BDGBDG
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Results Results –– training training 
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Results Results -- trainingtraining

-28

-27

-26

-5

-4

-3

-50

-49

-48

-46

-45

-44

-39

-38

-37

-40

-39

-38

I NT1_0. 5

I NT2_1. 5

CGS RGS



15/09/2006 19

Electronic Systems Design Group

University of Southampton, UK
School of Electronics 
and Computer Science

Results Results -- trainingtraining
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Results Results -- testingtesting
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Conclusion and further workConclusion and further work
•• A new concept for performance analysis has been A new concept for performance analysis has been 

introduced: linearly graded performance modelsintroduced: linearly graded performance models
•• A suitable A suitable modelingmodeling process has been developedprocess has been developed
•• Demonstrated by a case study of a difficult AMS Demonstrated by a case study of a difficult AMS 

system: 2system: 2ndnd order SDM.order SDM.

•• AMS performance optimization is possible AMS performance optimization is possible –– next step next step 
towards a general AMS synthesis system.towards a general AMS synthesis system.

•• More work needed on grading algorithmsMore work needed on grading algorithms
•• More work to explore the tradeMore work to explore the trade--off between model off between model 

construction computational cost and prediction accuracyconstruction computational cost and prediction accuracy


